High-Level Visual Processing: Cognitive Influences

Chapters 25 and 26), whereas intermediate-level processing is involved in the identification of so-called visual primitives, such as contours and fields of motion, and the representation of surfaces (see Chapter 27). High-level visual processing integrates information from a variety of sources and is the final stage in the visual pathway leading to conscious visual experience.

In practice high-level visual processing depends on top-down signals that imbue bottom-up (afferent) sensory representations with semantic significance, such as that arising from short-term working memory, long-term memory, and behavioral goals. High-level visual processing thus selects behaviorally meaningful attributes of the visual environment (Figure 28–1).
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An Overall View

The images projected onto the retina are generally complex dynamic patterns of light of varying intensity and color. As we have seen, low-level visual processing is responsible for detection of various types of contrast in these images (see
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system, also direct intentions, desires, and actions at others and ourselves. In conjunction with our own behavioral goals, it is the behavioral saliency of individual objects, memories, and emotional valences as well as the real or implied actions of others that enables us to take action based on visual information. The identification of significant elements in the visual field is thus the nexus between vision and cognition.

The Inferior Temporal Cortex Is the Primary Center for Object Perception

Primate studies implicate neocortical regions of the temporal lobe, principally the inferior temporal cortex, in object perception. Because the hierarchy of synaptic relays in the cortical visual system extends from the primary visual cortex to the temporal lobe, the temporal lobe is a site of convergence of many types of visual information.

As we shall later see, neuropsychological studies have found that damage to the inferior temporal cortex can produce specific failures of object recognition. Neuropsychological and brain-imaging studies have in turn yielded remarkable insights into the ways in which the activity of inferior temporal neurons represents objects, how these representations relate to perceptual and cognitive events, and how they are modified by experience.

Visual signals originating in the retina are processed in the lateral geniculate nucleus of the thalamus before reaching the primary visual cortex (V1). Thereafter, ascending visual pathways follow two parallel and hierarchically organized streams: the ventral and dorsal streams (see Chapter 25). The ventral stream extends ventrally and anteriorly from V1 through...
V2, V4, and the temporal-occipital junction before reaching the inferior temporal cortex, which comprises the lower bank of the superior temporal sulcus and the ventrolateral convexity of the temporal lobe (Figure 28–2). This pathway makes the inferior temporal cortex the seat of the highest stage of the cortical visual pathways. Neurons at each synaptic relay in this ventral stream receive convergent input from the preceding stage. Inferior temporal neurons are thus in a position to integrate a large and diverse quantity of visual information over a vast region of visual space.

The inferior temporal cortex is a large brain region. The patterns of anatomical connections to and from this area indicate that it comprises at least two main functional subdivisions: the posterior and anterior inferior temporal cortex. Anatomical evidence identifies the anterior subdivision as a higher processing stage than the posterior subdivision. As we shall see,

Figure 28–2 Cortical pathway for object recognition.
A. The pathway for object recognition (red) is identified in a lateral view of the brain showing the major pathways involved in visual processing. (AIP, anterior intraparietal cortex; FEF, frontal eye fields; LIP, lateral intraparietal cortex; MIP, medial intraparietal cortex; MST, medial superior temporal cortex; MT, middle temporal cortex; PF, prefrontal cortex; PMd, dorsal premotor cortex; PMv, ventral premotor cortex; TEO, occipitotemporal cortex; VIP, ventral intraparietal cortex.)

B. Cortical areas involved in object recognition are shown on lateral and ventral views of the monkey brain.

C. The inferior temporal cortex (IT) is the end stage of the ventral stream (red arrows), and is reciprocally connected with neighboring areas of the medial temporal lobe and prefrontal cortex (gray arrows). This chart illustrates the main connections and predominant direction of information flow. (ER, entorhinal cortex; PF, prefrontal cortex; PH, parahippocampal cortex; PR, perirhinal cortex; STP, superior temporal polysensory area; TEO, temporal-occipital junction.)
this distinction is supported by both neuropsychological and neurophysiological evidence.

Clinical Evidence Identifies the Inferior Temporal Cortex as Essential for Object Recognition

The first clear insight into the neural pathways mediating object recognition was obtained in the late 19th century when the American neurologist Sanger Brown and the British physiologist Edward Albert Schäfer found that experimental lesions of the temporal lobe in primates resulted in loss of the ability to recognize objects. This impairment is distinct from the deficits that accompany lesions of occipital cortical areas in that sensitivity to basic visual attributes, such as color, motion, and distance, remains intact. Because of the unusual type of visual loss, the impairment was originally called psychic blindness, but this term was later replaced by visual agnosia ("without visual knowledge"), a term coined by Sigmund Freud.

In humans there are two basic categories of visual agnosia, apperceptive and associative, the description of which led to a two-stage model of object recognition in the visual system (Figure 28–3). With apperceptive agnosia the ability to match or copy complex visual shapes or objects is impaired. This impairment is perceptual in nature, resulting from disruption of the first stage of object recognition: integration of visual features into sensory representations of entire objects. In contrast, patients with associative agnosia can match or copy complex objects, but their ability to identify the objects is impaired. This impairment results from disruption of the second stage of object recognition: association of the sensory representation of an object with knowledge of the object’s meaning or function.

Consistent with this functional hierarchy, apperceptive agnosia is most common following damage to the posterior inferior temporal cortex, whereas associative agnosia, a higher-order perceptual deficit, is more common following damage to the anterior inferior temporal cortex, a later stage in the functional hierarchy. Neurons in the anterior subdivision exhibit a variety of memory-related properties not seen in the posterior area.

Neurons in the Inferior Temporal Cortex Encode Complex Visual Stimuli

The coding of visual information in the temporal lobe has been studied extensively using electrophysiological techniques, beginning with the work of Charles Gross and colleagues in the 1970s. Neurons in this region have distinctive response properties. They are relatively insensitive to simple stimulus features such as orientation and color. Instead, the vast majority possess large, centrally located receptive fields and encode complex stimulus features. These selectivities often appear somewhat arbitrary. An individual neuron might, for example, respond strongly to a crescent-shaped pattern of a particular color and texture. Cells with such unique selectivities likely provide inputs to yet higher-order neuronal representations of meaningful objects.

Indeed, several small subpopulations of neurons encode objects that convey to the observer highly meaningful information, such as faces and hands (Figure 28–4). For cells that respond to the sight of a hand, individual fingers are particularly critical. Among cells that respond to faces, the most effective stimulus for some cells is the frontal view of the face, whereas for others it is the side view. Although some neurons respond preferentially to faces, others respond to facial expressions. It seems likely that such cells contribute directly to face recognition.

Damage to a small region of the human temporal lobe results in an inability to recognize faces, a form of associative agnosia known as prosopagnosia. Patients with prosopagnosia can identify a face as a face, recognize its parts, and even detect specific emotions expressed by the face, but they are unable to identify a particular face as belonging to a specific person.

Prosopagnosia is one example of “category-specific” agnosia, in which patients with temporal-lobe damage fail to recognize items within a specific semantic category. There are reported cases of category-specificagnosias for living things, fruits, vegetables, tools, or animals. Owing to the pronounced behavioral significance of faces and the normal ability of people to recognize an extraordinarily large number of items from this category, prosopagnosia may simply be the most common variety of category-specific agnosia.

Neurons in the Inferior Temporal Cortex Are Functionally Organized in Columns

Early relays in the cortical visual system are organized in columns of neurons that represent the same stimulus features, such as orientation or direction of motion, in different parts of the visual field. Within the anterior cortex these columns commonly extend throughout the cortical thickness and over a horizontal range of approximately 400 μm. Columnar patches in the cortex are arranged such that different stimuli that possess some similar features are represented in partially overlapping columns (Figure 28–5). Thus one stimulus can activate multiple patches within the
Face-selective cells constitute a highly specialized class of neurons. Indeed, the fact that prosopagnosia often occurs in the absence of any other form of agnosia suggests that face-selective neurons of the temporal lobe may be located in exclusive clusters. While many early studies of neuronal response properties offered circumstantial evidence for such clustering, in 2006 Doris Tsao and Margaret Livingstone obtained dramatic support for this hypothesis. Functional magnetic resonance images of monkeys that were viewing faces revealed large active zones in a region of cortex in the lower bank of the superior temporal sulcus. Neuropsychological recordings of neurons in these zones confirmed that face-recognition cells formed large, dense clusters (Figure 28–6). Winrich Freiwald and Tsao later found that the five face-representation areas in monkeys interconnect with one another and form a processing system, with each node apparently concerned with a different aspect of face recognition.
The Inferior Temporal Cortex Is Part of a Network of Cortical Areas Involved in Object Recognition

Object recognition is intimately intertwined with visual categorization, visual memory, and emotion (see Figure 27–2), and the outputs of the inferior temporal cortex contribute to these functions.

Among the principal projections are those to the perirhinal and parahippocampal cortices, which lie medially adjacent to the ventral surface of the inferior temporal cortex. These regions project in turn to the entorhinal cortex and the hippocampal formation, both of which are involved in long-term memory storage and retrieval. A second major projection from the inferior temporal cortex is to the prefrontal cortex, which is increasingly recognized as an important contributor to high-level vision. As we shall see, prefrontal neurons play important roles in categorical visual perception, visual working memory, and recall of stored memories.

The inferior temporal cortex also provides input—directly and indirectly via the perirhinal cortex—to the amygdala, which is believed to apply emotional valence to sensory stimuli and to engage the cognitive and visceral components of emotion (see Chapter 48). Finally, the inferior temporal cortex is a major source of input to multimodal sensory areas of cortex such as the superior temporal polysensory area.

Object Recognition Relies on Perceptual Constancy

The ability to recognize objects as the same under different viewing conditions, despite the sometimes markedly different retinal images, is one of the most functionally important requirements of visual experience. The invariant attributes of an object—for example, the spatial and chromatic relationships between image features or characteristic features such as the stripes of a zebra—are cues to the identity and meaning of the objects.

For object recognition to take place, these invariant attributes must be represented independently of other image properties. The visual system does this with proficiency, and its behavioral manifestation is
Figure 28–5 Neurons in the anterior portion of the inferior temporal cortex that represent complex visual stimuli are organized into columns. (Reproduced, with permission, from Tanaka 2003.)

A. Optical images of the surface of the anterior inferior temporal cortex illustrate regions selectively activated by the objects shown at the right.

B. In this schematic depiction of the columnar structure of the inferior temporal cortex the vertical axis represents cortical depth. According to this model each column includes neurons that represent a distinct complex pattern. Columns of neurons that represent variations of a pattern, such as the different faces or the different fire extinguishers, constitute a hypercolumn.

termed perceptual constancy. Perceptual constancy has many forms ranging from invariance across simple transformations of an object, such as size, position, and rotation, to the sameness of objects within a common category: All zebras look alike.

One of the best examples is size constancy. An object placed at different distances from an observer is perceived as having the same size, even though the object produces images of different absolute size on the retina. Size constancy has been recognized for centuries, but only in the past several decades has it been possible to identify the neural mechanisms responsible. An early study found that lesions of the inferior temporal cortex lead to failures of size constancy in monkeys, suggesting that neurons in this area play a critical role in size constancy. Indeed, one of the most striking and best-documented features of the response properties of individual inferior temporal neurons is the invariance of their responses to changes in stimulus size (Figure 28–7A).

Another relatively simple type of perceptual constancy is position constancy, in which objects are recognized as the same regardless of their location in the visual field. The responses of many inferior temporal neurons do not vary when the position of an object within their large receptive fields is changed (Figure 28–7B). Form-cue invariance refers to the constancy of a form when the cues that define the form change. The silhouette of Abraham Lincoln’s head, for example, is readily recognizable whether it is black on white, white on black, or red on green. The responses of many inferior temporal neurons do not change with changes in contrast polarity (Figure 28–7C), color, or texture.

Viewpoint invariance refers to the constancy of three-dimensional objects observed from different angles. Despite the limitless range of retinal images that might be cast by a familiar object, an observer can readily recognize the object independently of the angle at which it is viewed. There are notable exceptions to this rule, which generally occur when an object is viewed from an angle that yields an uncharacteristic retinal image, such as a bucket viewed from directly above.

Investigators have looked for neurons whose response properties would account for viewpoint invariance but have found surprisingly little evidence. On the contrary, most neurons are tuned for specific viewing angles of a three-dimensional object. Although this tuning is often broad, thus reflecting partial viewpoint invariance, it appears that individual neurons do not generalize across inputs sufficiently to account for viewpoint invariance. Another possibility is that viewpoint invariance is the product of population coding by an ensemble of neurons each tuned to a different viewing angle. Finally, viewpoint invariance may be
is presentation of mirror images. Although mirror images are not identical, they are frequently perceived as the same, a confusion reflecting a false-positive identification by the system for viewpoint invariance. Carl Olson and colleagues examined the responses of neurons in the inferior temporal cortex to stimuli that were mirror images. Consistent with the perceptual confusion, many inferior temporal neurons responded similarly to both images. This result reinforces the conclusion that activity in the inferior temporal cortex reflects perceptual invariance, albeit incorrectly in this case, rather than the actual sensory information.

**Categorical Perception of Objects Simplifies Behavior**

All forms of perceptual constancy are the product of the visual system's attempts to generalize across different retinal images generated by a single object. A still more general type of constancy is the perception of individual objects as belonging to the same semantic category. The apples in a basket or the many appearances of the letter A, for example, are physically distinct but are effortlessly perceived as categorically identical under many behavioral conditions.

Categorical perception is classically defined by the ability to distinguish objects of different categories even when objects of the same category cannot be distinguished. For example, it is far more difficult to discriminate between two red lights that differ in wavelength by 10 nm than to discriminate between red and orange lights with the same wavelength difference.

Categorical perception simplifies behavior. For example, it usually does not matter whether an apple is completely spherical or slightly mottled on the left side, or whether the seat we are offered is a Windsor or a Chippendale side chair. Similarly, reading ability requires that one be able to recognize the alphabet in a broad variety of type styles. Like the simpler forms of perceptual constancy, categorical perception reflects sensitivity to invariant visual attributes.

Is there a population of neurons that respond uniformly to objects within a category and differentially to objects of different categories? To test this Earl Miller and colleagues created a set of images in which features of dogs and cats were merged; the proportions of dog and cat in the composite images varied continuously from one extreme to the other. Monkeys were trained to identify these stimuli reliably as either dog or cat. Miller and colleagues then recorded from visually responsive neurons in the lateral prefrontal cortex, a region that receives direct input from the inferior temporal cortex.

Studies of the conditions under which viewpoint invariance fails may lead to insights into the neural mechanisms of the behavior. One such condition achieved at a higher stage of cortical processing, such as the prefrontal cortex, through convergent inputs from neurons selective for specific viewpoints.

Studies of the conditions under which viewpoint invariance fails may lead to insights into the neural mechanisms of the behavior. One such condition
temporal cortex. Not only did these neurons exhibit the predicted category-specific responses—responding well to cat but not dog, or vice versa—but the neuronal category boundary also corresponded to the behaviorally learned category boundary (Figure 28–8).

The fact that category-specific agnosias sometimes follow damage to the temporal lobe suggests there are neurons in the inferior temporal cortex that have category-specific responses similar to those of neurons in the prefrontal cortex. Face-recognition cells appear to meet this criterion, for their responses to a range of faces are often similar. Face-recognition cells may constitute a special case, however, for learned category-specific responses of the sort tested by Miller in the prefrontal cortex are rarely seen in the inferior temporal cortex. For most stimulus conditions category-specific
Figure 28–8 Neural coding for categorical perception. (Reproduced, with permission, from Freedman et al. 2002.)

A. The images combine cat and dog features in varying proportions. Monkeys were trained to identify an image as cat or dog if it had 50% or more features of that animal.

B. Peristimulus histograms illustrate the responses of a prefrontal cortex neuron to the images shown in part A. The neuron was selectively responsive to images of dogs. Despite the different retinal images, the responses to images within each category (dog or cat) are similar. By contrast, the responses to images in different categories (cat versus dog) differ significantly. Category-specific responses are common among visual neurons of the prefrontal cortex.

Visual Memory Is a Component of High-Level Visual Processing

Visual experience can be stored as memory and visual memory influences the processing of incoming visual information. Object recognition, in particular, relies on the observer’s previous experiences with objects. Thus the contributions of the inferior temporal cortex to object recognition must be modifiable by experience.

Studies of the role of experience in visual perception have focused on two distinct types of experience-dependent plasticity in the visual system. One stems from repeated exposure or practice, which leads to improvements in visual discrimination and object-recognition ability. These experience-dependent changes
constitute a form of implicit learning known as perceptual learning (see Chapter 27). The other occurs in connection with the storage of explicit learning, the learning of facts or events that can be recalled consciously (see Chapter 67).

Implicit Visual Learning Leads to Changes in the Selectivity of Neuronal Responses

The ability to resolve differences between complex visual stimuli is highly modifiable by experience. For example, individuals who attend to and examine fine differences between different models of automobiles or eyeglasses become far better at discriminating and recognizing such differences.

In the inferior temporal cortex neuronal selectivity for complex objects can undergo change that parallels changes in the ability to distinguish objects. For example, in one study monkeys were trained to identify novel three-dimensional objects, such as randomly bent wire forms, from two-dimensional views of the objects. Extensive training led to pronounced improvements in the ability to recognize the objects from two-dimensional views. Extracellular recordings from the inferior temporal cortex after training revealed a population of neurons that exhibited marked selectivity for the views seen earlier but not for other two-dimensional views of the same objects (Figure 28–9).

Other studies with monkeys have shown that familiarity with novel faces alters the tuning of many face-selective neurons in the inferior temporal cortex. Similarly, when an animal has experience with novel objects formed from simple features, inferior-temporal neurons become selective for those objects. Such neuronal changes can result from either active discrimination or passive viewing and are often manifested as a sharpening of stimulus selectivity rather than changes in absolute firing rate. Sharpening is precisely the sort of neuronal change that could underlie improvements in perceptual discrimination of visual stimuli.

Explicit Visual Learning Depends on Linkage of the Visual System and Declarative Memory Formation

Progress has been made in understanding the neurobiology of interaction between vision and memory, specifically in relation to two issues. First, how is visual sensory information maintained in short-term working memory? Working memory has a limited capacity, acting like a buffer in a computer operating system, and is susceptible to interference: Imagine trying to remember the face of a person you have just met. Second, how are long-term visual memories and the associations between them stored and recalled?

Visual neurons in both the inferior temporal and prefrontal cortices continue firing during the delay in a visual delayed-response task (Box 28–1 and Figure 28–11).
Box 28–1 Investigating Interactions Between Vision and Memory

The relationship between vision and memory can be studied by combining a neuropsychological approach with single-cell electrophysiological methods.

One behavioral paradigm used to study memory is the delayed-response task. An animal is required to make a specific response based on information remembered during a brief delay. In one form of this task, known as delayed match-to-sample, the subject must indicate whether a visual stimulus is the same or different from a previously viewed sample (Figure 28–10A).

For example, the subject is shown a photograph of a tractor and then, after a brief delay, is shown several photographs of tractors, only one of which is identical to the sample tractor previously viewed. The task is to identify the tractor that matches the sample.

When used in conjunction with single-cell recording, this task allows the experimenter to isolate three key components of a neuronal response: (1) the sensory component, the response elicited by the sample stimulus; (2) the short-term or working-memory component, the response that occurs during the delay between the sample and the match; and (3) the recognition-memory or familiarity component, the difference between the response elicited by the match stimulus and the earlier response to the sample stimulus.

A second behavioral paradigm, known as the visual paired-association task, has been used in conjunction with electrophysiology to explore the cellular mechanisms underlying the long-term storage and recall of associations between visual stimuli (Figure 28–10B).

This task differs from the delayed match-to-sample task in that the match and sample are two different stimuli. The sample stimulus might consist of the letter A and the match stimulus the letter B. Through repeated temporal pairing and conditional reinforcement, subjects learn that A and B are predictive of one another: They are associated.

Figure 28–10A Delayed match-to-sample task. In this paradigm a trial begins with the appearance of a fixation spot that directs the subject’s attention and gaze to the center of the computer screen. A sample image then appears briefly, typically for 500 ms, followed by a delay in which the display is blank. The delay can be varied to fit the experimental goals. Following the delay several test images, including the sample, are displayed. The monkey must choose the sample, typically either by pressing a button or by a saccade to the stimulus. If the animal chooses the sample, it receives a small juice reward. In the task illustrated here all of the test images appear at once (a simultaneous match-to-sample task). They can also be presented sequentially (a sequential match-to-sample task). Although the trial’s duration may be longer for the sequential task, this paradigm can be advantageous for electrophysiological studies by limiting the visual stimuli present at any time.

Figure 28–10B The paired-association task. This paradigm resembles the match-to-sample paradigm except that the sample and test stimuli are not the same. The subject must discover the correct association by trial-and-error learning. The task thus serves to build an association between stimuli. The paired-association task can also incorporate a delay between presentation of the sample and test stimuli, and it can be used in both simultaneous (shown) and sequential forms.
the inferior temporal cortex also appears to be closely attuned to visual experience, for it encodes the sample image and can be eliminated by the appearance of another image.

In the prefrontal cortex, by contrast, delay-period activity is more likely to depend on task requirements and is not terminated by later sensory inputs, suggesting that it may play a role in the recall of long-term memories. Experiments by Earl Miller and colleagues

This delay-period activity is thought to maintain information in short-term working memory. Delay-period activity in the inferior temporal cortex also appears to be closely attuned to visual experience, for it encodes the sample image and can be eliminated by the appearance of another image.

In the prefrontal cortex, by contrast, delay-period activity is more likely to depend on task requirements and is not terminated by later sensory inputs, suggesting that it may play a role in the recall of long-term memories. Experiments by Earl Miller and colleagues

Figure 28-11 Neural activity representing an object is sustained while the object is held in working memory. (Reproduced, with permission, Fuster and Jervey 1982.)

A. Monkeys were trained to perform a color match-to-sample task. For example, a red stimulus was first presented and the animal later had to choose a red stimulus from among many colored stimuli. The task incorporated a brief delay (1–2 seconds) between display of the sample and the match, during which information about the correct target color had to be maintained in working memory.

B. Peristimulus histograms and raster plots of action potentials illustrate responses of a single neuron in the inferior temporal cortex during the delayed match-to-sample task. The upper record is from trials in which the sample was red and the lower record from trials in which it was green. The recordings show that the cell responds preferentially to red stimuli. In trials with a green sample the activity of the neuron does not change, whereas in trials with a red sample the cell exhibited a brief burst of activity following presentation of the sample and continued firing throughout the delay. Many visual neurons in the inferior temporal and prefrontal cortices exhibit this kind of behavior.
support this view. In these experiments monkeys were trained to associate multiple pairs of objects and then tested. Each behavioral test began with presentation of a single sample object. After a brief delay a monkey was shown a test object and asked to indicate whether it was the object paired with the sample during training.

There are two possible ways to solve this task. During the delay the animal could remember the sample object by retaining a sensory code or think ahead to the expected object—the one associated with the sample during training—using a “prospective code”. Remarkably, neuronal activity appears to transition from one to the other during the delay. Neurons in the prefrontal cortex initially encode the sensory properties of the sample object—the one just seen—but later begin to encode the expected (associated) object. As we shall see, such prospective coding in the prefrontal cortex may be the source of top-down signals to the inferior temporal cortex, activating neurons that represent the expected object and thus giving rise to conscious recall of that object.

The relation between long-term declarative memory storage and visual processing has been explored extensively in the context of remembered associations between visual stimuli. A century ago William James, a founder of the American school of experimental psychology, suggested that learning of visual associations might be mediated by enhanced connectivity between the neurons encoding individual stimuli. To test this hypothesis monkeys were trained to associate pairs of objects that had no prior physical or semantic relatedness. The monkeys were later tested while extracellular recordings of neurons in the inferior temporal cortex were made. Objects that had been paired often elicited similar neuronal responses, as one would expect if functional connections had been enhanced, whereas responses elicited by unpaired objects were unrelated.

To determine whether this pattern of selectivity was indeed temporally and conditionally tied to learning, Thomas Albright and colleagues recorded from individual inferior temporal neurons while monkeys were learning new visual associations. They found that responses to paired objects became more similar over the course of training (Figure 28–12). Most importantly, the changes in neuronal activity occurred on the same timescale as the behavioral changes and were dependent on successful learning.

The learning-dependent changes in the stimulus selectivity of inferior temporal cortex neurons are long-lasting, suggesting that this cortical region is part of the neural circuitry for visual associative memories. The results also support the view that learned associations are implemented rapidly by highly specific changes in the strength of synaptic connections between neurons representing the associated stimuli.

We know that the hippocampus and neocortical areas of the medial temporal lobe—the perirhinal, entorhinal, and parahippocampal cortices—are
essential both for the acquisition of visual associative memories and for the functional plasticity of the inferior temporal cortex. The hippocampus and medial temporal lobe may facilitate the reorganization of local neuronal circuitry in the inferior temporal cortex as required to store visual associative memories. The reorganization itself may reflect a form of Hebbian plasticity, initiated by the temporal coincidence of the associated visual stimuli.

**Associative Recall of Visual Memories Depends on Top-Down Activation of the Cortical Neurons That Process Visual Stimuli**

One of the most intriguing features of high-level vision is the fact that the sensory experience of an image in one’s visual field and the recall of the same image are subjectively similar. The former is derived from the bottom-up flow of visual information and corresponds to what we traditionally regard as vision. The latter, by contrast, is a product of top-down information flow. This distinction is anatomically accurate but obscures the fact that under normal conditions afferent and descending signals collaborate to yield visual experience.

The study of visual associative memory has provided valuable insights into the cellular mechanisms underlying visual recall. As we have seen, visual associative memories are stored in the visual cortex through changes in the functional connectivity between neurons that independently represent the associated stimuli. The practical consequence of this change is that a neuron that responded only to stimulus A prior to learning will respond to both stimulus A and stimulus B after these stimuli have been associated (Figure 28–13). Activation of an A-responsive neuron by the associated stimulus B can be viewed as the neuronal correlate of top-down recall of stimulus A.

Neurons in the inferior temporal cortex exhibit precisely this behavior. The activity correlated with cued recall is nearly identical to the bottom-up activation by the recalled stimulus. These neurophysiological findings

![Figure 28–13](image-url)
are supported by a number of brain-imaging studies that have identified selective activity in the visual cortex during cued and spontaneous recall of objects.

Although learned associations between images are likely to be stored through circuit changes in the inferior temporal cortex, the prefrontal cortex is essential for activating these circuits for recall. The afferent signal for one of a pair of images might be received by the inferior temporal cortex and relayed to the prefrontal cortex, whereupon the information would be maintained in working memory. As we have seen, the signaling of many prefrontal neurons during the delay period of a delayed match-to-sample task initially encodes the sample image but changes to encode the associated image that is expected to follow. Signals from prefrontal cortex to the inferior temporal cortex would selectively activate neurons representing the associated image, and that activation would constitute visual recall.

An Overall View

The eminent neuropsychologist Hans-Lukas Teuber once wrote that failure of object recognition “would appear in its purest form as a normal percept that has somehow been stripped of its meaning.” Indeed, the assignment of meaning is one of the most important processes in vision and forms the core of the high-level stage of visual processing.

Although meaning is itself difficult to define, it has generally acknowledged connotations. For example, meaning suggests the ability to identify things that are the same. One of the most striking features of object recognition is the ability to identify an object as the same despite an infinite variety of retinal images. This occurs because a neuron in the inferior temporal cortex is activated by the various retinal images of the same object. Similarly, visual neurons in the prefrontal cortex fire in response to objects that are physically different but semantically related.

Meaning may also connote function, utility, or intention. In the case of visual recognition these meanings are formed by the observer’s prior sensory experiences and the acquired associations between these experiences. Not surprisingly, these attributes are fundamental in high-level visual processing and include enhanced perceptual and neuronal selectivity for objects that are commonplace as well as associative links between neuronal representations of objects that are meaningfully related or predictive of one another.

Although much is now known about the neuronal correlates of object recognition, very little is yet known about the circuits that cause these neuronal representations. Even less is known about the cellular and molecular mechanisms by which these circuits are modified by visual experience. Thus future experiments need to address a number of important questions.

How are categorical representations formed? What is the mechanism by which incoming sensory stimuli are compared with stored representations to achieve object recognition? If we accept that associative memories are stored as patterns of connections between neocortical neurons, what then are the specific contributions of the hippocampus and neocortical structures of the medial temporal lobe, and by what cellular mechanisms do they exert their influences? And what is the role of reinforcement in cementing changes in the strength of the interconnections between neurons that are presumed to underlie associative memories?

The confluence of molecular-genetic, cellular, neurophysiological, and behavioral approaches to these and other problems promises a bright future for a further understanding of high-level visual processing.

Thomas Albright
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